Motion of electrons in semiconductors under inhomogeneous strain
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A general treatment for finding the energy levels of electrons and holes in a system with slowly varying inhomogeneous strain is given in the envelope-function approximation. An eight-band model is derived, then block diagonalized to $2 \times 2$ and $6 \times 6$ for the conduction and valence bands, respectively. To first order, i.e., in the so-called effective-mass approximation, the gradient of the strain tensor does not appear in the Hamiltonian; in the second-order approximation, both the strain variation of the effective masses and the gradients of the strain tensor appear. The second-order effect can be significant within the range of applicability of the theory when the strain is not sufficiently small and its variation is not sufficiently slow. The general theory is first applied to the case of homogeneous strain (for the conduction band), which gives the strain dependence of the band structure, with comparison to previous work. The theory is then applied to laterally strain-confined quantum wells, with the first-order approximation. In the strain-confined system, the valence band is treated by four simultaneous envelope-function equations. Under certain conditions, they can be reduced to a pair of independent equations. Numerical results for the energy levels in a specific quantum wire are given. In the strain-confined system, the conditions under which the second-order effect could be significant are discussed.

I. INTRODUCTION

The effect of inhomogeneous strain in crystals was first treated by Bardeen and Shockley,\textsuperscript{1} a slowly varying inhomogeneous strain introduces a deformation potential $E_1 \Delta(r)$ into the effective-mass equation for the envelope function, where $E_1$ is a deformation potential and $\Delta(r) = \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33}$ is the dilatation. They assumed that the band was nondegenerate, that strain $\varepsilon_{ij}$ was sufficiently small, and that the variation of the strain with position was sufficiently gradual so that terms related to the position variation of the effective mass and the gradient of the strain were negligible. This can be understood as the first-order theory. A higher-order theory\textsuperscript{2,3} which includes the neglected terms in Ref. 1 has been developed for the acoustic-phonon–electron interaction problem, where an inhomogeneous strain is created by the phonons. Recently, inhomogeneous strain has been used in semiconductor quantum wells to achieve lateral confinement in order to create quantum wires and dots.\textsuperscript{4–6} In these structures, we have a degenerate valence band, the magnitude of the strain is on the order of 1%, and the strain may vary appreciably on the scale of the envelope function. This problem is quite distinct from the phonon-electron interaction, since the external inhomogeneous strain in general breaks the translational symmetry. To the best of my knowledge, there has not been a rigorous treatment, on the order of the approximation for the phonon-electron problem, and allowing for the degenerate band structure, of the effect of a general slowly varying inhomogeneous strain on the electronic states. Here "slowly varying" means that the variation is negligible over a unit cell, but may be significant on the scale of the envelope function. It is therefore necessary to develop a refined theory, on the basis of Refs. 1–3, for strain-confined structures, which are currently of particular interest, and also for other possible cases in general.

Slowly varying inhomogeneous strain has been treated differently from Bardeen and Shockley by other authors,\textsuperscript{2,3} who used a coordinate transformation method also used by Pikus and Bir for the homogeneous strain case.\textsuperscript{7,8} The same coordinate transformation method will be used in this work.

Another important issue is to deal correctly with a degenerate band under inhomogeneous strain. This has not yet been done even in the first-order approximation. One approach\textsuperscript{9,10} is to find position-dependent band-edge ($k = 0$) states under piecewise homogeneous strain. This is a zero-order theory, and is invalid since the diagonalization procedure for homogeneous strain is not applicable to the case of inhomogeneous strain, which mixes states of different $k$ with different behaviors under strain. In practice, this procedure is valid for very slowly varying strain field (on a scale of nm) as in Ref. 9, but it is not appropriate for strained-quantum-well structures\textsuperscript{4–6} where quantum confinement is significant. The envelope-function method needs to be generalized to the case of degenerate bands under inhomogeneous strain, as has been done for impurities with long-range potentials.\textsuperscript{10}

On the other hand, the theory for inhomogeneous strain has been well developed\textsuperscript{11} since Pikus and Bir's pioneering work,\textsuperscript{7} and recently an eight-band model was proposed.\textsuperscript{11} Phenomenologically, one might assume that the $k$–$p$ theory for homogeneous strain\textsuperscript{11} can be adapted to the inhomogeneous case by changing $k$ to $-i\mathbf{W}$ and $\varepsilon_{ij}$ to $\varepsilon_{ij}(r)$, and thus obtaining a set of coupled differential equations for the envelope functions. However, as we shall see, this is inadequate when the strain varies appreciably on the length scale of the envelope function. Strain gradient terms have been included\textsuperscript{12} by making a
symmetric replacement to the product of the strain tensor component and the momentum operator in the theory for homogeneous strain. While this ensures the Hermiticity of the Hamiltonian, the Hamiltonian obtained is not always adequate, as will be discussed below.

Apart from the above considerations, two other effects—normal and generalized piezoelectricity,\textsuperscript{23}—might also need to be taken into account. Here “generalized piezoelectricity” refers to a macroscopic polarization field proportional to the gradient of the strain. The normal piezoelectric effect appears only in crystals without inversion symmetry, such as GaAs, which in fact is weakly piezoelectric. This effect has been discussed for strain-confined quantum wires and quantum dots.\textsuperscript{14} It is not present in a quantum wire structure if the orientation of the wire is along [100] ([001] being the growth direction of the quantum well). As for the generalized piezoelectricity, it has been shown\textsuperscript{15} that the effect of the macroscopic field can be separated into two parts: analytic and nonanalytic. The contribution of the analytic part is equivalent to a change of deformation potential, and thus is included in the measured deformation potential, while that of the nonanalytic part is small.\textsuperscript{15} Thus, if one ignores the contribution of the nonanalytic part, one need not consider the generalized piezoelectric effect separately. The normal piezoelectric effect, on the other hand, gives a potential $V_{\text{piez}}$ that is independent of the band index,\textsuperscript{14} which means that it can be added in at the places where the hydrostatic deformation potentials appear.

In Sec. II, a general treatment for slowly varying inhomogeneous strain in the envelope-function approximation is given for semiconductors with degenerate or nearly degenerate band structures. The problem is worked out in the eight-band model, and block diagonalized to $2 \times 2$ and $6 \times 6$ blocks by second-order perturbation theory. Applications to the limiting case of homogeneous strain are briefly discussed. In Sec. III, the theory is applied to laterally confined quantum-well structures. The nearly degenerate valence band and the nondegenerate conduction band are treated consistently to first order. Numerical results for a specific quantum wire structure are given. The second-order effect is discussed, and is shown to contribute significantly within the range of applicability of this theory, although not in the specific quantum wire structure considered in this work. Section IV is a summary of this work.

The symbolic calculation in this work was done on a Mac II computer with the help of Theorist and Mathematica.\textsuperscript{16}

II. THEORY

For an unstrained bulk crystal, the Hamiltonian for an electron is\textsuperscript{8}

$$H_0 = \frac{\mathbf{p}^2}{2m} + V_0 + \frac{\hbar}{4m^2c^2} (\nabla V_0) \times \mathbf{p} \cdot \sigma .$$

For a strained crystal, the Hamiltonian will be

$$H_\varepsilon = \frac{\mathbf{p}^2}{2m} + V_\varepsilon + \frac{\hbar}{2m^2c^2} (\nabla V_\varepsilon) \times \mathbf{p} \cdot \sigma .$$

For homogeneous or macroscopically extended inhomogeneous strains, the difference $V_\varepsilon - V_0$ cannot be taken directly as a perturbation, since in general it is not small.\textsuperscript{8} Assuming the strain tensor is symmetric, we may make a nonlinear coordinate transformation\textsuperscript{5,17}

$$x' = x - \int_0^x \varepsilon(x') dx',$$  

where the integral is the strain-induced displacement. In the coordinate system $x'$ all atoms are placed in their regular positions, as they are in an $x$ coordinate system without strain. Under this transformation, noting that $\varepsilon_{ij}(x) = \varepsilon_{ij}(x')$ and $\partial \varepsilon_{ij}/\partial x_k = \partial \varepsilon_{ij}/\partial x'_k$ to first order in $\varepsilon$,\textsuperscript{4,17}

$$p = [1 - \varepsilon(x')] p' ,$$

$$V_\varepsilon(x) = V_0(x') + \sum_{ij} 3 \varepsilon_{ij}(x') \varepsilon_{ij}(x') .$$

Transformations (4) and (5) have the same forms as those for the homogeneous strain,\textsuperscript{3} except that now $\varepsilon(x')$ is position dependent. The validity of the potential expansion is based on the criteria, usually adopted in the electron-phonon interaction problem,\textsuperscript{2} that the strain is small and the lattice displacements vary slowly over the scale of the unit cell, and that the nonanalytic long-range electrostatic effect\textsuperscript{3} is negligible. These criteria ensure the locality of the strain potential $V_\varepsilon(x)$: that is, at a given point of space the potential depends only on the strain tensor at the same point.\textsuperscript{5,18} Then the Hamiltonian $H_\varepsilon$ in the $x'$ coordinate is

$$H_\varepsilon(x') = H_0(x') + D_\varepsilon(x') + D_{\varepsilon \text{SO}}(x') ,$$

where

$$H_0 = \frac{\mathbf{p}^2}{2m} + V_0 + \frac{\hbar}{4m^2c^2} (\nabla V_0) \times \mathbf{p} \cdot \sigma ,$$

$$D_\varepsilon = \sum_{ij} \varepsilon_{ij} \left[ - \frac{p_i p_j'}{m} + V_{ij} \right] - \sum_{ij} \left[ \frac{1}{2} \varepsilon_{ij} p_j / m \right] p_j ,$$

$$D_{\varepsilon \text{SO}} = \frac{\hbar}{2m^2c^2} \left[ \sum_{ij} \left[ \varepsilon_{ij} (\nabla V_{ij}) + V_{ij} (\nabla \varepsilon_{ij}) \right] \times \mathbf{p} \cdot \sigma - \varepsilon \langle \nabla V_0 \rangle \times \mathbf{p} \cdot \sigma \right] - \langle \nabla V_0 \rangle \times \mathbf{p} \cdot \sigma .$$

$H_0(x')$ has the same form in the $x'$ coordinate as $H_0(x)$ in the $x$ coordinate. Except for strain gradient terms, all the other terms in $D_\varepsilon$ or $D_{\varepsilon \text{SO}}$ have the same forms as for the homogeneous strain. For a slowly varying strain, $\varepsilon_{ij} \nabla V_{ij} \gg V_{ij} \nabla \varepsilon_{ij}$, so the gradient term is actually negligible in $D_{\varepsilon \text{SO}}$ and we need only consider the gradient term in $D_\varepsilon$. The eigenvalue problem to be solved is now

$$H_\varepsilon(x') \Psi(x') = E \Psi(x') .$$

As pointed out in Refs. 2 and 3, the Hamiltonian in the $x'$ coordinate, (6), is non-Hermitian since the momentum operator $\mathbf{p}'$ is non-Hermitian. However, the non-Hermiticity of the transformed Hamiltonian is only apparent, and the transformation will not change the eigen-
values. The Hermiticity is recovered by multiplying (10) throughout by the Jacobian of the transformation,\(^1\) which is first order in the strain is \(J(x') = 1 + \Delta(x')\) [here \(\Delta(x')\) is the dilatation]. Equation (10) then becomes

\[
\mathcal{H}_c(x')\Psi(x') = E [1 + \Delta(x')]\Psi(x'), \tag{11}
\]

with

\[
\mathcal{H}_c(x') = \mathcal{H}_0(x') + \Delta(J)\mathcal{H}_0(x') + D_c(x') + D_{\text{ESO}}(x'). \tag{12}
\]

\(\mathcal{H}_c(x')\) is a Hermitian operator, and \(1 + \Delta(x')\) is a positive-definite Hermitian operator, so the eigenvalues \(E\) of Eq. (11) are real.

Since the strain varies slowly on the scale of the unit cell, \(\mathcal{H}_c(x')\) can be solved by the envelope-function method.\(^{10}\) The state \(\Psi(x')\) can be expanded as

\[
\Psi(x') = \sum_{n,k} A_n(k) \chi_{nk}(x'), \tag{13}
\]

where \(\chi_{nk} = \exp(ik \cdot x') u_n(x')\) and \(u_n(x')\) are band-edge states at \(k = 0\) corresponding to the Hamiltonian \(\mathcal{H}_0(x')\), which includes spin-orbit interaction. \(k\) should be understood as a wave vector in \(k\) space. Equivalent to Eq. (11), we have equations in \(k\) space:

\[
E_n + \frac{\hbar^2k^2}{2m} - E A_n(k) + \frac{\hbar}{m} \sum_{l} \sum_{q} \langle n k | H' | l q \rangle A_{l q}(k) = 0, \tag{14}
\]

where \(E_n\) are the energies of band-edge states, \(|n_k\rangle = |\chi_{nk}\rangle\), \(\mathcal{P}_{nl} = \langle u_n | |e_{ij}(x')\rangle\), and \(H' = \Delta(J)\mathcal{H}_0 - E + D_c + D_{\text{ESO}}\). A linear \(k\) term due to spin-orbit interaction in a noncentrosymmetric crystal is neglected\(^{11}\) in (14). The situation is analogous to that for the long-range impurity problem;\(^{10}\) however, there is a significant difference in that the matrix elements \(\langle n k | H' | l q \rangle\) are (approximately) diagonal in the band index for the impurity potential, not for the index. As has been done for the case of homogeneous strain, I will work out this problem in the eight-band manifold which includes two conduction bands and six valence bands. In the eight-band \(k\cdot p\) theory for unstrained crystals, it is customary to decouple the eight-band manifold from the other remote bands by the Löwdin perturbation, and then to diagonalize the “renormalized” \(8 \times 8\) matrix exactly. In the case of homogeneous strain, the strain effect on the coupling between the eight-band manifold and the remote bands is normally ignored\(^{11}\) (except by Aspnes and Cardona\(^{12}\)), while the strain effect within the eight-band manifold is treated exactly. This approximation will also be used here for the inhomogeneous strain case. For simplicity, effects due to the lack of inversion symmetry will be ignored.

The matrix elements \(\langle n k | H' | l q \rangle\) can be calculated and organized as follows:

\[
\langle n k | H' | l q \rangle = \langle n k | D_0 | l q \rangle + \langle n k | D_c | l q \rangle + \langle n k | D_{\text{ESO}} | l q \rangle + \langle n k | D_{k-p} | l q \rangle, \tag{15}
\]

where

\[
\langle n k | D_0 | l q \rangle = \begin{bmatrix} E_n + \frac{\hbar^2 q^2}{2m} - E \end{bmatrix} \Delta(k - q) \delta_{nl} - \sum_{i,j} \begin{bmatrix} \frac{\hbar^2 q_i q_j}{m} e_{ij}(k - q) \\ \frac{\hbar q_i}{2m} e_{ij}(k - q) \end{bmatrix} \delta_{nl}, \tag{16}
\]

\[
\langle n k | D_c | l q \rangle = \sum_{i,j} a_{nl}^{ij} e_{ij}(k - q), \tag{17}
\]

\[
\langle n k | D_{\text{ESO}} | l q \rangle = \sum_{i,j} b_{nl}^{ij} e_{ij}(k - q), \tag{18}
\]

\[
\langle n k | D_{k-p} | l q \rangle = \sum_{i,j} \begin{bmatrix} \frac{2\hbar q_i P_{nl}^i}{m} e_{ij}(k - q) + P_{nl}^i e_{ij}(k - q) \\ \frac{\hbar q_i P_{nl}^i}{m} \Delta(k - q) \end{bmatrix} + \begin{bmatrix} \frac{\hbar q_i P_{nl}^i}{m} \Delta(k - q) \end{bmatrix}, \tag{19}
\]

with

\[
a_{nl}^{ij} = \begin{bmatrix} u_n | - \frac{P_i P_j}{m} + V_{ij} | u_l \end{bmatrix}, \tag{20}
\]

\[
b_{nl}^{ij} = \begin{bmatrix} u_n | (D_{\text{ESO}})_{ij} | u_l \end{bmatrix}, \tag{21}
\]

and \(e_{ij}(k), e_{ij}'(k), \) and \(\Delta(k)\) are the Fourier transforms of the strain tensor \(e_{ij}(x')\), its gradient \([p_i e_{ij}(x')\]), and the dilatation \(\Delta(x')\), respectively. \(D_{\text{ESO}}\) has been written in the form \(\Sigma_{ij}(D_{\text{ESO}})_{ij} e_{ij}\), and again a linear \(k\) term in \(D_{\text{ESO}}\) has been dropped.\(^{11}\) \(a_{nl}^{ij}\) and \(b_{nl}^{ij}\) can be calculated in the eight-band model\(^{11}\) for the case of homogeneous strain, and they are given in (A14) and (A15) of Appendix A.

Introducing abbreviations

\[
\langle n k | H_0 | l q \rangle = \begin{bmatrix} E_n + \frac{\hbar^2 q^2}{2m} \end{bmatrix} \delta_{nl} \delta_{k,q}, \tag{22}
\]

\[
\langle n k | H_{\text{ESO}} | l q \rangle = \frac{\hbar}{m} k \cdot \mathcal{P}_{nl} \delta_{k,q} \text{ for } n \leq 8, l \leq 8, \tag{23}
\]

\[
\langle n k | H_{\text{k-p}} | l q \rangle = \frac{\hbar}{m} k \cdot \mathcal{P}_{nl} \delta_{k,q} \text{ for } n \leq 8, l > 8, \tag{24}
\]

the total Hamiltonian corresponding to (14) is then

\[
\mathcal{H}_c = H_0 + H_{\text{ESO}} + H_{\text{k-p}} + D + D_{k-p}, \tag{25}
\]

where \(D = D_0 + D_c + D_{\text{ESO}}\) and \(E\Delta(x')\) on the right-hand side of the Eq. (11) has been included in \(\mathcal{H}_c\) (or \(D_0\)). \(H_{\text{k-p}}\) is the only term which couples the eight-band manifold to other remote bands, if the small coupling due to \(D_{k-p}\) is neglected.\(^{11}\)

To decouple the eight-band manifold from remote bands, we make a unitary transformation \(\Psi(x') = \exp(iS)\mathcal{\Phi}(x')\),\(^{10}\) and obtain the transformed eigenvalue equation

\[
\overline{\mathcal{H}}_c(x') \mathcal{\Phi}(x') = E \mathcal{\Phi}(x'), \tag{26}
\]

where the effective Hamiltonian is given by

\[
\overline{\mathcal{H}}_c = \exp(-iS)\mathcal{H}_c' \exp(iS), \tag{27}
\]
and the transformed wave function is
\[ \phi(x') = \sum_{n=1}^{8} C_n(k)c_n(x') \equiv \sum_{n=1}^{8} \mathcal{F}_n(x')u_n(x'), \quad (26) \]
where \( \mathcal{F}_n(x') \) is the so-called envelope function defined by
\[ \mathcal{F}_n(x') = \sum_k C_n(k) \exp(ik \cdot x'). \quad (27) \]
The eigenvalue equation in \( k \) space is then
\[ \sum_{l/q} \langle nk|\mathcal{H}_{k}\rangle l/q \rangle C_l(q) = EC_n(k). \quad (28) \]
If \( S \) is defined by
\[ i[H_0,S] = -H_{\text{out}}^{\text{out}}, \quad (29) \]
then it can be shown\(^{10}\) that up to terms of second order in \( S \),
\[ \mathcal{H}_k = H_0 + H_{\text{out}}^{\text{out}} + \frac{i}{2}[H_{\text{out}}^{\text{out}},S] + D + D_{k,p}. \quad (30) \]
The matrix elements of \( S \) are calculated to be
\[ \langle nk|S|l/q \rangle = i \left( \frac{H_{\text{out}}^{\text{out}}}{E_n-E_i} \right) \delta_{k,q} \quad (n \leq 8, l > 8). \quad (31) \]
With these \( \langle nk|S|l/q \rangle \), we can calculate the \( S \)-related term in (30):
\[ \langle nk|\frac{i}{2}[H_{\text{out}}^{\text{out}},S]|l/q \rangle = \frac{1}{2} \sum_{m>8} \left( \frac{H_{\text{out}}^{\text{out}}}{E_{nm}} \right) \delta_{k,m} \left[ \frac{1}{E_n-E_m} + \frac{1}{E_i-E_m} \right] \delta_{k,q}. \quad (32) \]
We want to convert equation (28) in \( k \) space to real space in terms of the envelope functions, which can be done by multiplying (28) by \( \exp(ik \cdot x') \), and summing over \( k \). We then have
\[ \mathcal{H}_k(x',\nabla')\mathcal{F}(x') = E\mathcal{F}(x'), \quad (33) \]
where \( \mathcal{F} \) is a \( 8 \times 8 \) column vector with eight envelope functions \( \mathcal{F}_n(x') \), \( \mathcal{H}_k \) is an \( 8 \times 8 \) matrix which can be obtained from the eight-band model for the homogeneous strain (12) by making the replacements \( k \to -i\nabla \), \( \epsilon \to \epsilon(x') \), \( E_n \to E_n + (E_n-E)\Delta \), \( H_{k,p} \to (1+\Delta)H_{k,p} \), and \( \epsilon_{ij}k_i \) [in \( D_{k,p} \) given by (A18) in \( x \) coordinate] → \(-i[2\epsilon_{ij}\nabla_i + \frac{1}{2}(\nabla_i \epsilon_{ij})]\), and adding a diagonal term \( \Sigma_{ij} \mathcal{H}_k^{\text{out}} / m [\nabla_i \epsilon_{ij} \nabla_j - \frac{1}{2} \nabla_i \epsilon_{ij} \nabla_j] \delta_{nl} \). This effective Hamiltonian is Hermitian. Then (33) gives an eight-band model in the \( x' \) coordinate system for the inhomogeneous strain. It is more convenient to work in the \( x \) coordinate. Equation (33) is transformed back to the \( x \) coordinate as
\[ \mathcal{H}_k(x,\nabla)F(x) = EF(x), \quad (33') \]
where \( \mathcal{H}_k(x,\nabla) \) is the same as the effective Hamiltonian (A12) for the homogeneous strain with \( k \to -i\nabla \), \( \epsilon \to \epsilon(x) \), except that \( \epsilon_{ij}k_i \) in \( D_{k,p} \) is changed to \(-i[\epsilon_{ij}\nabla_i + \frac{1}{2}(\nabla_i \epsilon_{ij})] \). This shows that strain gradient terms appear only in strain-induced interband coupling "\( D_{k,p} \)." \( F(x) \) is then the envelope function in the \( x \) coordinate.

The effect of normal piezoelectricity can be included simply by adding the piezoelectric potential \( V_{\text{piez}}(x) \) (Ref. 14) to the diagonal terms of \( \mathcal{H}_k(x,\nabla) \) on the left-hand side of (33'); however, it will be omitted in the following for simplicity.

In fact it is possible to decouple the conduction and valence bands at the same time as the eight-band manifold is decoupled from the remote bands. Let us define
\[ H_1 = H_{k,p} + D_{k,p}, \quad (34) \]
where \( H_{k,p} = H_{\text{out}}^{\text{out}} + H_{\text{out}}^{\text{out}} \). The total Hamiltonian (23) can be rewritten as
\[ \mathcal{H}_k' = H_0 + D + H_1. \quad (35) \]
Redefining \( S \) by
\[ i[H_0,S] = -H_1, \quad (36) \]
then up to the terms of second order in \( S \),
\[ \mathcal{H}_k = H_0 + D + \frac{i}{2}[H_1,S] + i[D,S] - \frac{i}{4}([D,S],S). \quad (37) \]
The matrix elements of \( S \) are calculated to be
\[ \langle nk|S|l/q \rangle = i \left( \frac{H_{k,p}}{E_n-E_i} \right) \delta_{k,q} \langle nk|D_{k,p}|l/q \rangle \quad (n \neq l) \]
\[ = 0 \quad (n = l). \quad (38) \]
The last three terms in (37) can then be calculated:
\[ \langle nk|[D,S]|l/q \rangle = \sum_{m=c,v} \left[ \frac{H_{k,p}^{\text{out}}}{E_n-E_m} \frac{m}{E_i-E_m} \right], \quad (39) \]
where only the first sum includes the remote bands in order to give the correct effective-mass tensor, while coupling to the remote bands due to the strain is ignored. We notice that this matrix divides into \( 2 \times 2 \) (conduction band) and \( 6 \times 6 \) (valence-band) blocks. Similarly,
\[ \langle nk|[D,S]|l/q \rangle = \sum_{m=c,v} \left[ \frac{H_{k,p}^{\text{out}}}{E_n-E_m} \frac{m}{E_i-E_m} \right], \quad (40) \]
\[
\langle n, k | -\frac{i}{2} (\cal{D} S, S) \rangle |q\rangle = \frac{1}{2} \sum_{m = \epsilon, \bar{c}} \left( H_{k \cdot p}^{nm} \langle m | i [\cal{D} S] | n \rangle \right) \frac{E_n - E_m}{E_n - E_m} + \frac{\langle n | [\cal{D} S] | m \rangle q}{E_l - E_m} \left( H_{q \cdot p}^{nm} \right)_{ml}.
\]

(41)

Because \( \cal{D} \) is block diagonal in the band index and \( H_{k \cdot p} \) has no block-diagonal term, (40) is zero within the 2 \times 2 and 6 \times 6 blocks. Since (40) has only off-diagonal terms between the conduction and valence bands, its contribution is of the order of \( \epsilon^2 \) and is negligible. However, (41) has block-diagonal terms, and is important in describing the strain dependence of the effective masses in a homogeneous strain, which will be discussed below. Including (20), (16), (17), (18), (39), and (41), we have an accuracy that is quadratic in \( \epsilon \) and first order in \( \epsilon \), and the 8 \times 8 matrix is divided into 2 \times 2 and 6 \times 6 blocks. In the 8 \times 8 form, the effective Hamiltonian is given by

\[
\overline{H}_\epsilon = \overline{H} + \overline{D}^{(1)} + \overline{D}^{(2)},
\]

(42)

where \( \overline{H} \) is the unstrained Hamiltonian in the \( k \cdot p \) perturbation given by (A22), with \( k \) replaced by \( -i \nabla \); \( \overline{D}^{(1)} \) is given by the matrix \( \cal{D} \) in (A12) for the homogeneous strain with replacement \( \epsilon \rightarrow \epsilon(x') \) plus \( \Delta(x') (E_n - E_l) \) in diagonal terms. \( \overline{D}^{(2)} \) is a higher-order effect corresponding to the strain variation of the effective masses and strain gradient terms:

\[
\overline{D}^{(2)} = \frac{1}{2} [\overline{D}_{k \cdot p} H_{k \cdot p} - H_{k \cdot p} \overline{D}_{k \cdot p}]_{nl} + \frac{1}{2} [\overline{D}_{k \cdot p} H_{k \cdot p} - H_{k \cdot p} \overline{D}_{k \cdot p}]^*_{nl} + \frac{1}{2} [\{ \overline{H}_{k \cdot p} D_{k \cdot p} \} - \{ H_{k \cdot p} \overline{D}_{k \cdot p} \}]_{nl} + \frac{1}{2} [\{ \overline{H}_{k \cdot p} D_{k \cdot p} \} - \{ H_{k \cdot p} \overline{D}_{k \cdot p} \}]^*_{nl} + [\overline{H}_{k \cdot p} \overline{D}_{k \cdot p} \overline{H}^{(1)}]_{nl} - [\overline{H}_{k \cdot p} \overline{D}^{(1)} \overline{H}_{k \cdot p}]_{nl} + \sum_{i,j} \frac{\epsilon_{ij}}{m} \nabla_i \nabla_j \epsilon_{ij} - \frac{\epsilon^2}{2m} \nabla_i \epsilon_{ij} \nabla_j \delta_{nl} + \Delta(E_n - E_l) \delta_{nl},
\]

(43)

where \( k \) in \( H_{k \cdot p} \) is understood as \( -i \nabla \), and \( H_{k \cdot p} \) is given in (A12), "*" indicates the complex conjugate, and

\[
(\overline{D}_{k \cdot p})_{nm} = \frac{(H_{k \cdot p})_{nm}}{E_n - E_m}, \quad (\overline{D}_{k \cdot p})_{nm} = \frac{(D_{k \cdot p})_{nm}}{E_n - E_m},
\]

with

\[
(\overline{H}_{k \cdot p})_{nl} = \sum_{i,j} \left[ \frac{2H_{n,ij}}{m} \epsilon_{ij} \nabla_i \nabla_j + \frac{\epsilon_{ij}}{2m} (\nabla_i \epsilon_{ij}) \right] - i \frac{\epsilon_{ij}}{m} \Delta(x') P_{nl} \nabla_i \nabla_j.
\]

\( \cal{D}_{k \cdot p} \) can be obtained from \( D_{k \cdot p} \), (A18), by replacing \( \epsilon_{ij} k_i \) with \( -i (2\epsilon_{ij} \nabla_i + \frac{1}{2} \nabla_j \epsilon_{ij}) \) plus \( \Delta(x') H_{k \cdot p} \). When \( H_{k \cdot p} \) is in front of \( \cal{D}_{k \cdot p} \) or \( \overline{D}^{(1)} \), and when they are associated within curly brackets \{\}, \( \nabla \) is to be understood as acting on \( \epsilon \). Only first derivatives of the strain tensor have been kept in (43). Equation (42) contains only block-diagonal terms in 2 \times 2 and 6 \times 6 blocks.

Apart from the diagonal term \( \Delta(x') (E_n - E_l) \delta_{nl} \) in \( \overline{D}^{(1)} \), \( \overline{H} + \overline{D}^{(1)} \) is analogous to the effective-mass approximation in the long-range impurity problem, and it is a natural extension of the theory of Ref. 1 to the case of degenerate bands. \( \overline{D}^{(2)} \) in (42) is analogous to terms which appear in the long-range impurity problem when we go beyond the effective-mass approximation.\(^1\)

The general expression for \( \overline{D}^{(2)} \) is quite complicated, but it can be calculated from (43). To see how \( \overline{D}^{(2)} \) affects the electron states, we consider the conduction band only. Since the effective Hamiltonian (42) is block diagonalized, the 2 \times 2 block of (42) describes eigenstates associated with the conduction band. After being transformed back to the \( x \) coordinate, the 2 \times 2 block is

\[
\overline{H}_\epsilon = \overline{H} + D^{(1)} + D^{(2)},
\]

(44)

where \( \overline{H} \) and \( D^{(1)} \) are diagonal, and given by \( A_0 \) in (A23) with \( k \rightarrow -i \nabla \), and \( a_0 \) in (A21) \( \epsilon \rightarrow \epsilon(x) \), respectively. \( D^{(2)} \) is separated into two parts:

\[
D^{(2)} = D_1^{(2)} + D_2^{(2)},
\]

(45)

where \( D_1^{(2)} \) describes the effect of the strain variation of the effective masses, and \( D_2^{(2)} \) describes the effect of the gradient terms. They are the following:

\[
D_1^{(2)} = \left[ \begin{array}{c} M_{11} \\ 0 \\ M_{11} \end{array} \right],
\]

(46)

\[
D_2^{(2)} = \left[ \begin{array}{c} G_{11} \\ G_{12} \\ -G_{12} G_{11} \end{array} \right],
\]

(47)

where

\[
M_{11} = \frac{2P_{0}^2}{3} \left[ \frac{2}{E_g} + \frac{1}{E_g + E_r} \right] \sum_{i,j} \epsilon_{ij} \nabla_i \nabla_j + \frac{P_{0}^2}{3} \frac{2(a_c - a')}{E_g^2} + \frac{a_c - a'}{E_g + E_r} \frac{2 + \frac{2E_r}{3a'}}{(E_g + E_r)^2} \text{tr}(\epsilon) \nabla^2
\]

\begin{align*}
- b' \frac{P_{0}^2}{3} \left[ \frac{2}{E_g^2} + \frac{2}{E_g + E_r} \right] \sum_{i,j} \epsilon_{ij} \nabla_i \nabla_j - \frac{d' \sqrt{3} P_{0}^2}{3} \left[ \frac{2}{E_g} + \frac{1}{E_g + E_r} \right] \sum_{i,j} \epsilon_{ij} \nabla_i \nabla_j \right],
\end{align*}

(48)
\[ G_{11} = \frac{2P_0^2}{3} \left( \frac{2}{E_g} + \frac{1}{E_g + E_s} \right) \sum_i (\nabla_i \text{tr}(\varepsilon)) \nabla_i + \frac{P_0^2}{3} \left( \frac{2(a_c - a'')}{E_g^2} + \frac{a_c - a' + \frac{2E_s}{3a'}}{(E_g + E_s)^2} \right) \sum_i (\nabla_i \text{tr}(\varepsilon)) \nabla_i \]

\[ - b' \frac{P_0^2}{3} \left( \frac{1 + \frac{E_s}{3b'}}{(E_g + E_s) E_g} \right) \left( 3 \sum_i (\nabla_i \varepsilon_{ij}) \nabla_j - \sum_i (\nabla_i \text{tr}(\varepsilon)) \nabla_i \right) \]

\[ - d' \sqrt{3} P_0^2 \left( \frac{1 + \frac{\sqrt{3} E_s}{3d'}}{(E_g + E_s) E_g} \right) \sum_{i,j,(i+j)} (\nabla_i \varepsilon_{ij}) \nabla_j - i a' \frac{P_0^2}{3} \left( \frac{1 + \frac{2E_s}{3a'}}{(E_g + E_s)^2} \right) \left( \nabla_1 \text{tr}(\varepsilon) \nabla_2 - [\nabla_2 \text{tr}(\varepsilon)] \nabla_1 \right) \]

(49)

\[ G_{12} = a' \frac{P_0^2}{3} \left( \frac{1 + \frac{2E_s}{3a'}}{(E_g + E_s)^2} \right) \left[ (\nabla_1 + i \nabla_2) \text{tr}(\varepsilon) \right] \nabla_3 - [\nabla_3 \text{tr}(\varepsilon)] (\nabla_1 + i \nabla_2) \]

\[ + b' \frac{P_0^2}{3} \left( \frac{1 + \frac{2E_s}{3b'}}{(E_g + E_s) E_g} \right) \left[ (\nabla_1 (\varepsilon_{11} + \varepsilon_{22} - 2\varepsilon_{33})) \nabla_3 - [\nabla_3 (\varepsilon_{11} + \varepsilon_{22} - 2\varepsilon_{33})] \nabla_1 \right] + i \left[ (\nabla_3 (\varepsilon_{32} + \varepsilon_{33} - 2\varepsilon_{11})) \nabla_3 - i [(\nabla_3 (\varepsilon_{32} + \varepsilon_{33} - 2\varepsilon_{11})] \nabla_3 \right] \]

(50)

Here \( \text{tr}(\varepsilon) \) is the dilatation \( \Delta(x) \), \( E_g \) is the band gap with spin-orbit coupling, \( E_s \) is the spin-orbit splitting, \( P_0 \) is a constant describing the conduction-band-valence-band coupling, \( a_c \) is the deformation potential for the conduction band, and \( a', b', \) and \( d' \) are effective deformation potentials related to the normally defined deformation potentials \( a, b, \) and \( d \) for the valence band. The constants \( P_0, a_c, a', b', \) and \( d' \) are defined in Appendix A. \( D^{(12)} \) is real and diagonal, \( D^{(12)} \) is complex and nondiagonal. \( D^{(12)} \) in general will remove the spin degeneracy of the conduction band, due to coupling to the valence subbands which have different spin-orbit shifts. Without the coupling to the valence band, the spin quantum number \( m_s \) would be a good quantum number, and thus the degeneracy would remain.

Note that even when we do not explicitly include \( p_i \epsilon_{ij} \) terms in the original Hamiltonian (8), gradient terms due to the coupling to the valence band still appear in (49) and (50). They originate from noncommutation of the strain field with the momentum operators. The gradient terms due to \( E_s \neq 0 \) would have not appeared if we had made a symmetric replacement\( ^{12} \) to the homogeneous strain result following Ref. 12. In general, the symmetric replacement is adequate only for a subset of bands whose strain coupling to others bands is negligible. For instance, the eight-band model (33') can be obtained from the result for homogeneous strain, because strain-induced coupling to the remote bands is ignored. It is inadequate for the two-band model for the conduction band (44), because strain-induced coupling to the valence band is in-
cluded.

Notice that \( M_{11} + G_{11} \) and \( G_{12} \) are Hermitian operators. Although each operator in \( D^{(2)} \) is Hermitian, \( D^{(2)} \) is not Hermitian as a whole, i.e., \( G_{11} \neq G_{11}^{*} \). This is due to the hidden degeneracy of the electron bound states. In fact, the structure of \( D^{(2)} \) is similar to the matrix for the spin-orbit term in (1) in a basis without spin-orbit coupling. In spite of the removal of the spin degeneracy, the bound states are still Kramers degenerate due to time-reversal symmetry, and the Hermiticity can be recovered after the degeneracy is properly considered, as is discussed in Appendix B. If spin-orbit splitting is sufficiently small or the band gap sufficiently large, the result is much simpler, and (47) is approximately diagonal and real.

To first order, i.e., in the so-called effective-mass approximation,\(^1\),\(^2\) we do not need to consider \( D^{(2)} \). However, \( D^{(2)} \) may be important when the strain is so large that it significantly affects the effective mass. On the other hand, when the strain variation in position is so rapid (though not so rapid as to invalidate the basic assumptions of this calculation) that \( D^{(2)} \) is comparable to \( D^{(1)} \), the gradient terms in \( D^{(2)} \) are not negligible. This is the situation when \( a_{k}k_{0} \sim 1 \), where \( a_{k} \) is the radius of the envelope function and \( k_{0} \) is a typical wave vector in the Fourier transform of the strain. Note that without \( D^{(2)} \), \( D^{(2)} \) is non-Hermitian except for the case of homogeneously strain. In narrow-band-gap semiconductors \( D^{(2)} \) is relatively more important, as in the impurity problem.\(^2\)

The results above for inhomogeneous strain can be adapted to the impurity problem discussed in Ref. 20 by keeping only terms associated with the deformation potentials \( a_{e} \) and \( a \). One sets \( \varepsilon_{ij} = \varepsilon_{g}\delta_{ij} \), \( a_{e} = a \), and \( a \text{tr}(\varepsilon) = U(\mathbf{x}) \), where \( U(\mathbf{x}) \) is the impurity potential. More discussion of the impurity problem is given in Appendix B.

For homogeneous strain, from (44) we have the strain dependence of the conduction band up to terms quadratic in \( k \):

\[
E_{c}(\varepsilon, \mathbf{k}) = a_{e} \text{tr}(\varepsilon) + \frac{\hbar^{2}}{2m} + A' + \frac{P_{0}^{2}}{3} \left[ \frac{2}{E_{g}} + \frac{1}{E_{g} + E_{s}} \right] k^{2} - \frac{2P_{0}^{2}}{3} \left[ \frac{2}{E_{g}} + \frac{1}{E_{g} + E_{s}} \right] \sum_{ij} \varepsilon_{ij} k_{i} k_{j}
- \frac{P_{0}^{2}}{3} \left[ \frac{2}{E_{g}^{2}} + \frac{a_{e} - a' + \frac{2E_{s}}{3a'}}{(E_{g} + E_{s})^{2}} \right] \frac{\text{tr}(\varepsilon)k^{2} + b'}{3} \left[ \frac{1}{E_{g}} + \frac{1}{(E_{g} + E_{s})E_{g}} \right] \left[ 3 \sum_{i} \varepsilon_{i}k_{i}^{2} - \text{tr}(\varepsilon)k^{2} \right]
+ \frac{d'\sqrt{3}P_{0}^{2}}{3} \left[ \frac{1}{E_{g}^{2}} + \frac{2}{(E_{g} + E_{s})E_{g}} \right] \sum_{i,j(i\neq j)} \varepsilon_{ij} k_{i} k_{j},
\]

where \( \mathbf{k} \) is the wave vector in \( \mathbf{x} \) space.

For hydrostatic pressure with \( \varepsilon_{ij} = \varepsilon \delta_{ij} \), (51) becomes

\[
E_{c}(\varepsilon, \mathbf{k}) = \left[ \frac{\hbar^{2}}{2m} + A' + \frac{P_{0}^{2}}{3} \left[ \frac{2}{E_{g}} + \frac{1}{E_{g} + E_{s}} \right] \right] k^{2} + 3a_{e} \varepsilon
- \varepsilon \left[ \frac{2P_{0}^{2}}{3} \left[ \frac{2}{E_{g}} + \frac{1}{E_{g} + E_{s}} + P_{0}^{2} \right] \left[ \frac{2}{E_{g}} + \frac{1}{(E_{g} + E_{s})^{2}} \right] \right] k^{2}.
\]

The variation of the effective mass \( m_{e} \) with pressure is then given by

\[
\frac{m}{m_{e}} = 1 + \frac{P_{0}^{2}}{3} \left[ \frac{2}{E_{g}} - 1 - \varepsilon \right] \left[ \frac{3}{E_{g}} - \frac{2E_{s}}{9} \right] + \frac{1}{E_{g} + E_{s}} \left[ \frac{2}{E_{g}} - 1 - \varepsilon \right] \left[ \frac{3}{E_{g} + E_{s}} - \frac{4E_{s}}{9} \right] + \frac{2m}{\hbar^{2}} A.
\]

This result basically agrees with Ref. 19. The difference is due to the inclusion of the contribution of the spin-orbit interaction term \( D_{SO} \) in (53). (The absolute deformation potentials of \( \Gamma_{8} \) and \( \Gamma_{7} \) are \( a - 2E_{g}/9 \) and \( a + 4E_{g}/9 \), respectively.) We notice that the pressure variation of the effective mass depends, as it must, only on the difference between the deformation potentials of the conduction band and the valence bands, contrary to Eq. (6) of Ref. 21. For GaAs at 0 K, we obtain

\[
m_{e}(\varepsilon) = m_{e}(0) \left[ 1 + 5.85 \times 10^{-3} (\text{kbar}^{-1}) |X| \right],
\]

where \( X \) is the hydrostatic pressure in kbar. This result agrees well with the experimental result of \( 6.15 \times 10^{-3} \text{kbar}^{-1} \) at 4.2 K.\(^1\) The calculation in Ref. 19 gave \( 9.39 \times 10^{-3} \text{kbar}^{-1} \) at 300 K. Parameters used are \( E_{g} = 1.5192 \text{ eV} \), \( E_{g} = 0.341 \text{ eV} \), \( E_{g} = 22.71 \text{ eV} \),\(^2\) \( \epsilon = 4.29 \times 10^{-4} X \),\(^2\) and \( a_{e} - (a - 2E_{g}/9) - 8.31 \text{ eV} \) corresponding to \( dE_{g}/dX = -10.7 \text{ meV/kbar} \).\(^2\) While the lack of inversion symmetry is not considered in the above calculation,
it does not affect the result for the hydrostatic pressure, as can be seen from (A14).

### III. APPLICATION TO LATERALLY STRAIN-CONFINED QUANTUM WELLS

Next, the application to laterally strain-confined quantum wells, such as the quantum wire or dot structures based on GaAs/Ga$_{1-x}$Al$_x$As quantum wells,\(^4,^{26}\) will be considered. It is assumed that the quantum-well confinement is along the $z$ direction, and that the strain modulation of the quantum-well potential is negligible. In the effective-mass approximation, i.e., neglecting $D^{(2)}$, and assuming large spin-orbit splitting, we have a one-band model for the conduction band and a four-band model for the valence band:

\[
\begin{bmatrix}
\frac{p_x^2}{2m_c} + a_c \sum_l \varepsilon_{l}(x) + V_c(z) \\
\end{bmatrix} = E_c F, \tag{54}
\]

\[
[-\vec{H} - D^{(1)} + V_o(z)] F = E_F F, \tag{55}
\]

where $E_c$ and $E_F$ are electron and hole levels related to the band edges of the bulk conduction and valence bands, $V_c(z)$ and $V_o(z)$ are the quantum-well confining potentials for the electron and holes, $\vec{H}$ is the effective Hamiltonian for the $4 \times 4$ block associated with the heavy and light holes in (A22), and $D^{(1)}$ is the $4 \times 4$ block of $D$ in (A12). In (55), the sign of the energy has been inverted.

In general, $\varepsilon$ is a function of $x$, $y$, and $z$. If in (54) and (55) we had to treat the quantum-well confinement in the $z$ direction on an equal footing with the lateral ($x,y$) confinement, as would be necessary if the strain varied appreciably over the width of the well, the problem would be very difficult, even for the conduction band. However, for currently obtainable strains ($<1\%$) (Ref. 4) and narrow quantum wells, the $z$ dependence of the strain is negligible. For the conduction band the motion along the $z$ and $(x,y)$ directions is then decoupled: the strain potential can be taken as $z$ independent, with its value at the center of the well, and the calculation reduces to that of Ref. [4].

For the valence band, the problem is still complicated. Even for an unstrained quantum well, motion along the $z$ direction is coupled to the in-plane motion ($k_z \neq 0$) because of the anisotropy of the valence bands. For the strained quantum well, the inhomogeneous strain mixes states with different $k_z$, so that the motion along the $z$ and $(x,y)$ directions becomes coupled by off-diagonal terms of the operators $p_x p_y$ and $p_x p_z$ in $\vec{H}$. This is a common problem for any laterally confined system, not just for the strain-confined structures considered here. We notice that there will not be two independent deformation potentials for “heavy” and “light” holes, respectively. In some previous work,\(^4,^{5}\) so-called band-edge modulations for heavy and light holes were calculated by diagonalizing $D^{(1)}$ while ignoring all terms associated with momentum operators in the four simultaneous differential equations (55). In general this is not justified.

If the strain varies sufficiently slowly along the $z$ direction, and if we neglect strain-induced coupling among the quantum-well subbands except between the first heavy-hole and first light-hole subbands [this can be shown to be similar to the effect of neglecting $D^{(2)}$], (54) and (55) can be simplified to the following form:

\[
\begin{bmatrix}
\frac{p_x^2}{2m_c} + a_c \varepsilon_{l}(x) + E_n \\
\end{bmatrix} = E_n g, \tag{56}
\]

\[
[H_{\text{well}} + H_{\text{strain}}] g = E_h g, \tag{57}
\]

where

\[
\begin{bmatrix}
H_{hh} + E_{hh} & 0 & 0 & 0 \\
0 & H_{lh} + E_{lh} & 0 & 0 \\
0 & 0 & H_{lh} + E_{lh} & 0 \\
0 & 0 & 0 & H_{hh} + E_{hh} \\
\end{bmatrix},
\]

$g(x,y)$ are the envelope function for the in-plane motions; $H_{hh}$ and $H_{lh}$ are in-plane kinetic-energy operators corresponding to the in-plane dispersions of heavy and light holes in the quantum well; $E_n, E_{hh}$, and $E_{lh}$ are electron, heavy-hole, and light-hole energies, respectively, at $k_z = 0$; $a_c \varepsilon_{l}(x,y)$, $p_x, p_y, p_z$, and $s$ are strain potentials defined in (A21) with average strain $\varepsilon_i(x,y) = \langle f_n | \varepsilon_i(x,y,z) | f_m \rangle$ instead of $\varepsilon_i(x,y,z)$; $f_n(x,y)$ are envelope functions for the electron, heavy holes, or light holes. Due to the slow variation of the strain, we may set $e_i(x,y) \approx a \varepsilon_i(x,y,0)$ with $a = \langle f_n | f_m \rangle$, where the origin of the coordinates has been chosen at the center of the well. Equation (57) indicates that the in-plane motion of the heavy and light holes is coupled by the lateral confinement.

To simplify the problem further, we assume that the heavy- and light-hole splitting is much greater than the in-plane kinetic energies. Then (57) can be reduced to two independent equations by using the same method as in the impurity problem\(^50\) to decouple the conduction and valence bands. For the heavy and light holes, respectively, we obtain

\[
\begin{bmatrix}
H_{hh} + p - q & -\frac{|s|^2(1 + |s|^2)}{\delta E + p + q - E_h} \\
\end{bmatrix} g_h = E_h g_h, \tag{58}
\]

\[
\begin{bmatrix}
H_{lh} + p + q & -\frac{|s|^2(1 + |s|^2)}{\delta E - p + q + E_i} \\
\end{bmatrix} g_l = E_l g_l, \tag{59}
\]

where $\delta E$ is the splitting between heavy- and light-hole bands at $k_z = 0$, and $E_h$ and $E_i$ are energy levels for the
heavy and light holes, referred to the band edges of the heavy- and light-hole subbands in the quantum well, respectively. Note that the eigenvalue equations (58) and (59) are nonlinear in the eigenvalues $E_h$ or $E_l$. This situation is not unique, as it is found in the impurity problem and others. In the above equations (55)–(59), we do not have a picture of a particle with a certain mass moving in a potential. However, if $|E_h| \ll |\delta E + p + q|$ (the diagonal term for the light hole) and $|E_l| \ll |\delta E - p + q|$ (the diagonal term for the heavy hole), we obtain two simple effective-mass equations for the heavy and light holes, respectively:

$$H_{hh} + p - q - \frac{|\alpha|^2(\beta^2 + \gamma^2)(\delta E + 2p)}{(\delta E + p + q)^2} g_h = E_h g_h,$$

$$H_{lh} + p + q + \frac{|\alpha|^2(\beta^2 + \gamma^2)(\delta E - 2p)}{(\delta E - p + q)^2} g_l = E_l g_l.$$  

(60)

(61)

The specific strain-confined quantum wire structure of Ref. 4 will be taken as an example of the above theory. The wire is along the [100] direction, which is taken as the x axis. For this structure the piezoelectric effect is minimized (the piezoelectric field is zero except near the ends of the wire). The deformation potential term $a_x \text{tr}(\epsilon)$ in (56) and the effective potentials in (60) and (61), evaluated for this structure, are shown in Figs. 1(a) and 1(b). The band-edge modulations of the valence band calculated from equations in Ref. 4 (in its Ref. 24) are also shown. In fact, the band-edge modulations are very close to the effective potentials for this specific structure. Potentials without the off-diagonal terms $r$ and $s$ are also plotted to show the effect of heavy-hole–light-hole coupling. With increasing $\delta E$ the coupling should become less important. The effective potential for the heavy hole has an attractive central well, but with off-center minima. For the light hole, if the in-plane effective mass were positive, it would be barely attractive at the center, with a finite barrier. However, for the specific quantum well in Ref. 4 (with 12-nm width), the light hole has negative in-plane effective mass for small $k_y$, so that the effective attractive potential has a double-well structure. Thus, off-center bound states are expected for both heavy and light holes.

Equations (56), (60), and (61) have been solved numerically to obtain energy levels for the quantum wire structure of Ref. 4, with the potentials shown in Fig. 1. For the conduction band, the lower-lying bound states are almost equally spaced with interval about 2.5 meV, in agreement with Ref. 4, whose authors correctly assumed that the bottom of the potential well is close to parabolic. There are 11 bound states associated with the conduction band, as shown in Fig. 2(a). For the heavy hole, although the depth of the potential well is only about 7 meV, there are as many as 22 bound states due to the relatively large in-plane effective mass. Due to the double-well-like potential, some lower-lying bound states are doubly degenerate, and their envelope functions are concentrated near two "wells" which are close to the edge or even outside the wire. However, the envelope functions of some shallow bound states have significant amplitude near the center of the wire. For the light hole with negative in-plane effective mass, the effective potential has a double-well structure, and there exist some eigenstates with negative binding energies. Except for their negative binding energies, these states are similar to the heavy-hole bound states, for instance, their envelope functions have finite extents. The depth of the effective potential is about the same as that for the heavy hole, but

FIG. 1. Strain potentials for the quantum wire structure in Ref. 4 (a) for the conduction band and (b) for the heavy and the light holes. The potential for the light hole is displaced by $\Delta E = 10$ meV. Solid line: effective potentials including heavy-hole–light-hole coupling. Dotted line: band-edge modulations including heavy-hole–light-hole coupling by the theory of Ref. 4. Dashed line: potentials given by the diagonal terms. The sign of the energy for the valence band has been inverted from the conduction band.
there are only 12 "bound states" for the light hole because of its smaller in-plane effective mass. Due to the inversion symmetry of the strain potentials, all the envelope functions have definite parity.

Because the in-plane dispersion of the light hole has a "camel's back" (Ref. 28) structure, some light-hole bound states are resonant with band states with relative large \( k_y \). However, their envelope functions are mostly made up of band states with small \( k_y \) (the wire being along \( x \)). On the other hand, the envelope function of the light-hole exciton will include contributions from states with quite large \( k_y \), outside the negative mass region. As the light-hole effective mass changes greatly with the width of the well,\(^{22}\) it will be interesting to make quantum wires or dots on the quantum wells with different width.

One of the major requirements for the validity of the theory is that the strain must be slowly varying over the unit cell. The rapidity of the strain variation is determined mainly by the size of the stressor. For the 180-nm-wide wire in Ref. 4, the variation of the strain over one lattice constant is smaller than \( 3 \times 10^{-4} \) (about 1% of the strain).

In all the above calculations, \( D^{(2)} \) has not been considered. In general, when \( D^{(2)} \) is non-negligible, the strain effect on effective masses of the quantum well should be taken into account at the same time. This is a very complicated problem. However, without going into the detailed calculation, it can be shown that \( D^{(2)} \) can indeed make a significant contribution within the range of applicability of the theory, but it is actually negligible in the above example.

Before going to the case of inhomogeneous strain, let us consider the contribution of \( D^{(2)} \) to the hydrostatic term. For the conduction band of GaAs, assuming \( \varepsilon = 1\% \) (corresponding to about 23-kbar hydrostatic pressure), (53) gives a change in the effective mass of 12%, which indicates that the contribution of \( D^{(1)} \) can be significant within the range of applicability of the theory. Although this result is for homogeneous strain, it gives us a rough idea when \( D^{(2)} \) may become important for the more general case of inhomogeneous strain. For inhomogeneous strain, the effect of the strain gradient may also contribute when \( a_y k_0 \sim 1 \). The contribution of \( D^{(2)} \) depends on the specific strain configuration. For the wire structure of Ref. 4, the strain is smaller than 0.2%, so neglect of the \( D^{(2)} \) term is valid in this case. However, stronger confinement has been achieved in some strain-confined systems; for instance, about a 60-meV redshift was achieved in a quantum dot structure,\(^{26}\) compared to about 20 meV in the wire.\(^{4} \) When the strain approaches 1%, the \( D^{(2)} \) term has to be considered.

To examine \( D^{(2)} \) more closely, let us consider the conduction band of the GaAs. Ignoring terms related to the spin-orbit splitting of the valence band, the \( D^{(2)} \) term in the effective Hamiltonian is then

\[
\delta H_c = \frac{\hbar^2}{2m_c} \left[ 5.32 \sum_i \nabla_i \epsilon_{iil} \nabla_i - 6.06 \sum_i \nabla_i \text{tr}(\epsilon) \nabla_i \right.
\]

\[
+ 6.84 \sum_{i \neq j} \nabla_i \epsilon_{ij} \nabla_j \right].
\]

(62)

Including \( D^{(2)} \), the motion along the \( z \) and \((x,y)\) directions becomes coupled in general. For the above-mentioned [100] wire, the only nonzero off-diagonal component of the strain tensor is \( \epsilon_{xy} \), thus motion along the \( y \) and \( z \) directions is coupled. In this case, the correction of \( \delta H_c \) to the kinetic energy in the strain-confined direction \( y \) is only about 1–2%. Roughly speaking, the correction in a dot is twice of that in a wire with the same magnitude of the strain. Thus, for a dot with strain of 1%, the correction may be necessary. In (62), the terms related to
variation of the effective mass with strain are combined with the terms related to a strain gradient to give a Hermitian operator. Their contributions are comparable for structures with a stressor size of order of 100 nm, in which the extension is similar to that of the envelope function.

IV. SUMMARY

The envelope-function method has been applied to slowly varying inhomogeneous strain in a semiconductor with a degenerate band structure. The effects of strain variation of the kinetic energy and the gradient of the strain have been considered in general in the eight-band manifold, and given explicitly for the conduction bands. Applications to homogeneous strains and hydrostatic pressure were discussed.

The theory has been applied to laterally confined quantum wells, quantum wires, and quantum dots. Under the effective-mass approximation, the motion of the holes in degenerate valence bands under the inhomogeneous strain should be described by multiband envelope-function equations (55). For the case of the strain varying negligibly on the scale of the width of the quantum well, they can be simplified to (57). If the strain confinement is weak relative to the heavy- and light-hole splitting in the wells, they can be further simplified to two decoupled equations (58) and (59) or (60) and (61).

To first order, the strain variation of the effective mass and the gradient terms do not affect the electronic states. When the strain is not sufficiently small and does not vary sufficiently slowly, we must go beyond the effective-mass approximation. This second-order effect can be significant within the range of applicability of the theory. It can alter not only the energy levels of the electronic states but also their degeneracy. When applied to strain-confined quantum wires or quantum dots, it is necessary to consider the second-order effect for structures with relative large strain.

Numerical results for the energy levels in a specific quantum wire structure were also given.
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APPENDIX A

In k·p perturbation theory, the strain Hamiltonian is given by\(^6,11\)

\[
H_c = H_0 + H_k + H_{k_p} + H_{SO} + D_0 + D_k + D_{k_p} + D_{SO} + D'_{SO},
\]

where

\[
H_0 = \frac{p^2}{2m} + V_0 + \frac{\hbar^2}{4m^2c^2} (\nabla V_0) \cdot \mathbf{p} \cdot \sigma, \tag{A2}
\]

\[
H_k = \frac{\hbar^2 k^2}{2m}, \tag{A3}
\]

\[
H_{k_p} = \frac{\hbar}{m} k \cdot \mathbf{p}, \tag{A4}
\]

\[
H'_{SO} = \frac{\hbar^2}{4m^2c^2} (\nabla V_0) \times \mathbf{k} \cdot \sigma, \tag{A5}
\]

\[
D_k = -\sum_{ij} \varepsilon_{ij} \frac{\hbar^2 k_i k_j}{m}, \tag{A6}
\]

\[
D_0 = \sum_{ij} \varepsilon_{ij} \left[ -\frac{p_i p_j}{m} + V_{ij} \right], \tag{A7}
\]

\[
D_{k_p} = \frac{2\hbar}{m} k \cdot \mathbf{e} \cdot \mathbf{p}, \tag{A8}
\]

\[
D_{SO} = \frac{\hbar^2}{4m^2c^2} \sum_{ij} \varepsilon_{ij} (\nabla V_{ij}) \times \mathbf{p} \cdot \sigma \left[ (\varepsilon \cdot (\nabla V_0)) \times \mathbf{p} \cdot \sigma \right]
- (\nabla V_0) \times (\mathbf{e} \cdot \mathbf{p}) \cdot \sigma \right], \tag{A9}
\]

\[
D'_{SO} = \frac{\hbar^2}{4m^2c^2} \sum_{ij} \varepsilon_{ij} (\nabla V_{ij}) \times \mathbf{k} \cdot \sigma \left[ (\varepsilon \cdot (\nabla V_0)) \times \mathbf{k} \cdot \sigma \right], \tag{A10}
\]

where \(H_0\) is in the \(x'\) space, and \(k\) is the wave vector in \(x'\) space. \(H_0\) has been calculated\(^11\) in an eight-band model by using Löwdin perturbation. To derive Eq. (33) for the inhomogeneous strain, we need the result for the homogeneous strain. The eight band-edge states given by Kane,\(^39\) which are different from those in Ref. 11, are chosen in our calculation:

\[
\begin{align*}
\alpha_1 &= |\Gamma \alpha,-\frac{1}{2}\rangle = |S\rangle \beta, \\
\alpha_2 &= |\Gamma \alpha,\frac{1}{2}\rangle = |S\rangle \alpha, \\
\alpha_3 &= |\Gamma \alpha,\frac{1}{2}\rangle = 1/\sqrt{2} |(X) - i|Y\rangle \beta, \\
\alpha_4 &= |\Gamma \alpha,-\frac{1}{2}\rangle = -1/\sqrt{2} |(X) + i|Y\rangle \alpha + 2 |Z\rangle \beta, \\
\alpha_5 &= |\Gamma \alpha,\frac{1}{2}\rangle = 1/\sqrt{2} |(X) + i|Y\rangle \beta - 2 |Z\rangle \alpha, \\
\alpha_6 &= |\Gamma \alpha,\frac{1}{2}\rangle = 1/\sqrt{2} |(X) + i|Y\rangle \alpha, \\
\alpha_7 &= |\Gamma \alpha,\frac{1}{2}\rangle = 1/\sqrt{3} [-(X) - i|Y\rangle \alpha + |Z\rangle \beta, \\
\alpha_8 &= |\Gamma \alpha,\frac{1}{2}\rangle = 1/\sqrt{3} [(X) + i|Y\rangle \beta + |Z\rangle \alpha],
\end{align*}
\]

(A11)

where \(|S\rangle, |X\rangle, |Y\rangle, \) and \(|Z\rangle\) are band-edge states without spin-orbit interaction, and \(\alpha\) and \(\beta\) are spinors for spin-up and spin-down. \(H_0\) is calculated in the above basis by Löwdin perturbation as in Ref. 11, neglecting \(H'_{SO}, D'_{SO}\) and the first term in \(D_{SO}\).\(^11\) Keep in mind that (A1)
is presented in \( x' \) space. For homogeneous strain, the matrix representation of \( H_e \) is easy to change back to \( x \) space, simply by deleting \( D_k \) and the factor of 2 in \( D_{kp} \). Thus, with the wave vector in \( x \) space, \( H_e \) is given as the following:

\[
H_e = \mathcal{H} + H_{kp} + D + D_{kp}, \tag{A12}
\]

where \( \mathcal{H} \) includes \( H_0, H_k, \) and the coupling to remote bands by \( H_{kp} \), \( D = D_0 + D_{SG} = D_1 + D_2 \), and \( H_{kp} \) and \( D_{kp} \) contain only coupling between the conduction and valence bands. \( \mathcal{H} \) contains only quadratic terms in \( k \), but \( H_{kp} \) and \( D_{kp} \) will give corrections to \( \mathcal{H} \) and \( D \) to any order of \( k \) within the eight-band manifold. These matrices are

\[
\mathcal{H} = \begin{bmatrix}
A_0 & 0 & \sqrt{3}T & -\sqrt{2}W & T^+ & 0 & W & \sqrt{2}T^+
0 & A_0 & 0 & -T & -\sqrt{2}W & \sqrt{3}T^+ & -\sqrt{2}T & W
\sqrt{3}T^+ & 0 & -P + Q & S^+ & R^+ & 0 & -1/\sqrt{2}S^+ & \sqrt{2}R^+
-\sqrt{2}W & -T^+ & S & -P - Q & 0 & -R^+ & \sqrt{2}Q & \sqrt{3}S^+
T & -\sqrt{2}W & R & 0 & -P - Q & S^+ & -\sqrt{3}S & \sqrt{2}Q
\sqrt{3}T & 0 & -R & S & -P + Q & -\sqrt{2}R & -1/\sqrt{2}S
W & -\sqrt{2}T^+ & -1/\sqrt{2}S & \sqrt{2}Q & -\sqrt{3}S^+ & -\sqrt{2}R^+ & Z & 0
\sqrt{2}T & W & \sqrt{2}R & \sqrt{3}S & \sqrt{2}Q & -1/\sqrt{2}S^+ & 0 & Z
\end{bmatrix}, \tag{A13}
\]

\[
D_1 = \begin{bmatrix}
a_0 & 0 & \sqrt{3}t & -\sqrt{2}w & t^+ & 0 & w & \sqrt{2}t^+
0 & a_0 & 0 & -t & -\sqrt{2}w & \sqrt{3}t^+ & -\sqrt{2}t & w
\sqrt{3}t^+ & 0 & -p + q & S^+ & r^+ & 0 & -1/\sqrt{2}s^+ & \sqrt{2}r^+
-\sqrt{2}w & -t^+ & s & -p - q & 0 & -r^+ & \sqrt{2}q & \sqrt{3}s^+
t & -\sqrt{2}w & r & 0 & -p - q & S^+ & -\sqrt{3}s & \sqrt{2}q
\sqrt{3}t & 0 & -r & S & -p + q & -\sqrt{2}r & -1/\sqrt{2}s
w & -\sqrt{2}t^+ & -1/\sqrt{2}s & \sqrt{2}q & -\sqrt{3}s^+ & -\sqrt{2}r^+ & Z & 0
\sqrt{2}t & w & \sqrt{2}r & \sqrt{3}s & \sqrt{2}q & -1/\sqrt{2}s^+ & 0 & Z
\end{bmatrix}, \tag{A14}
\]

\[
D_2 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \tag{A15}
\]

\[
H_{kp} = \begin{bmatrix}0 & KP \\ KP^+ & 0\end{bmatrix}, \tag{A16}
\]

with
\[ K_P = \begin{pmatrix} \sqrt{3} V^+ & \sqrt{2} U^+ & -V & 0 & U & -\sqrt{2} V \\ 0 & -V^+ & \sqrt{2} U^+ & -\sqrt{3} V & -\sqrt{2} V^+ & U \end{pmatrix} \]

(A17)

\[ D_{k_P} = \begin{pmatrix} 0 & k_P \\ k_P & 0 \end{pmatrix} \]

(A18)

with

\[ k_P = \begin{pmatrix} \sqrt{3} v^+ & \sqrt{2} u^+ & -v & 0 & u & -\sqrt{2} v \\ 0 & -v^+ & \sqrt{2} u^+ & -\sqrt{3} v & -\sqrt{2} v^+ & u \end{pmatrix} \]

(A19)

where

\[ A_0 = E_1 + (A' + \hbar^2/2m)(k_1^2 + k_2^2 + k_3^2), \]
\[ P = -E_2 + \gamma_1 \hbar^2/2m (k_1^2 + k_2^2 + k_3^2), \]
\[ Q = -\sqrt{3} \hbar^2/2m (k_1^2 + k_2^2 - 2k_3^2), \]
\[ R = -\sqrt{3} \hbar^2/2m [\gamma_3 (k_1^2 - k_2^2) - 2i \gamma_3 k_1 k_2], \]
\[ S = 2\sqrt{3} \gamma_3 \hbar^2/2mk_1 (k_1 - ik_2), \]
\[ Z = E_2 - E_3 - \gamma_1 \hbar^2/2m (k_1^2 + k_2^2 + k_3^2), \]
\[ V = P_0/\sqrt{6}(k_1 - ik_2), \]
\[ U = ip_0/\sqrt{3}k_1, \]
\[ T = B/\sqrt{6}(k_2 - ik_3), \]
\[ W = B/\sqrt{3}k_1 k_2. \]

(A20)

\[ a_0 = a_c(e_{11} + e_{22} + e_{33}), \]
\[ p = -a'(e_{11} + e_{22} + e_{33}), \]
\[ q = b'/2(e_{11} + e_{22} - 2e_{33}), \]
\[ r = \sqrt{3}/2b'(e_{11} - e_{22}) - id'e_{12}, \]
\[ s = -d'(e_{13} - e_{23}), \]
\[ z = a'(e_{11} + e_{22} + e_{33}), \]
\[ v = p_0/\sqrt{6}(i(e_{11} - e_{21})k_1 + (i e_{12} - e_{22})k_2 \]
\[ + (i e_{13} - e_{23})k_3), \]
\[ u = -ip_0/\sqrt{3}(e_{11}k_1 + e_{22}k_2 + e_{33}k_3), \]
\[ t = B'/\sqrt{6}e_{13}, \]
\[ w = B'/\sqrt{3}e_{12}, \]
\[ q' = bb'/(2e_{11} + e_{22} - 2e_{33}), \]
\[ r' = \sqrt{3}/2bb'(e_{11} - e_{22}) - id'e_{12}, \]
\[ s' = -d'(e_{13} - e_{23}), \]
\[ z' = b'(e_{11} + e_{22} + e_{33}). \]

(A21)

where \( E_1, E_2, \) and \( E_3 - E_4 \) are band edges of \( \Gamma_0, \Gamma_6, \) and \( \Gamma_7, \) respectively; \( E_a = E_1 - E_2 \) is then the band gap, and \( E_a \) is the spin-orbit splitting. \( A' \) is due to the coupling between the conduction band and the remote bands, \( \gamma_1, \gamma_2, \) and \( \gamma_3 \) are so-called modified Luttinger parameters due to the coupling between the valence band and the remote bands; \( B \) and \( B' \) (for \( b' \) in Ref. 11) are parameters for the lack of inversion symmetry; \( P_0 = -i\hbar/m \langle S|p_x|X \rangle; \quad a' = a - 2E_a/9, \quad b' = b - 2E_a/9, \) and \( d' = d - 2\sqrt{3}E_a/9, \) where \( a_c, a, b, \) and \( d \) are deformation potentials defined in Ref. 8, \( a_c = \langle S|-p_x p_x + V_{xx}|S \rangle, \quad a = (l + 2m)/3, \quad b = (l - m)/3, \) and \( d = n/\sqrt{3}, \) where \( l = \langle X|-p_x p_x + V_{xx}|X \rangle, \quad m = \langle X|-p_x p_x + V_{xx}|Y \rangle, \) and \( n = 2\langle X|-p_x p_x + V_{xx}|Z \rangle; \) and \( 2a = 2E_a/3, \quad 2b = E_a/3, \) and \( 2d = \sqrt{3}E_a/3. \) These three new deformation potentials appear because \( D_{0} + D_{SO} \) is reorganized as \( D_1 + D_2, \) and \( + \) has been used for the Hermitian conjugate in this Appendix.

It should be pointed out that due to the difference in the basis used here and Ref. 11, the dispersion and strain behavior of heavy-hole \( \Gamma_6, \pm \frac{1}{2} \) and light-hole states \( \Gamma_6, \pm \frac{1}{2} \) are switched, for example, along the [001] direction or under [001] uniaxial stress.

Another perturbation procedure ("transformation method") different from Löwdin's was proposed, which is in fact based on the same idea used by Luttinger and Kohn in the impurity problem, and is employed in the main text of this paper. The advantage of this "transformation method" is that the perturbation can be worked out order by order. Up to terms quadratic in \( k, \) the lack of inversion symmetry has no effect in this order for the unstrained crystal, and the effective Hamiltonian for the unstrained crystal will be block diagonal.

\[
\begin{bmatrix}
A_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & A_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -P + Q & S^+ & R^+ & 0 & -\frac{1}{\sqrt{2}}S^{++} & \sqrt{2}R^+ \\
0 & 0 & S & -P - Q & 0 & -R^+ & \sqrt{2}Q' & \sqrt{3}S^+ \\
0 & 0 & R & 0 & -P - Q & S^+ & -\sqrt{3}S' & \sqrt{2}Q' \\
0 & 0 & 0 & -R & S & -P + Q & -\sqrt{2}R' & -\frac{1}{\sqrt{2}}S' \\
0 & 0 & -\frac{1}{\sqrt{2}}S' & \sqrt{2}Q' & -\sqrt{3}S^{++} & -\sqrt{2}R'^+ & Z & 0 \\
0 & 0 & \sqrt{2}R' & \sqrt{3}S' & \sqrt{2}Q' & -\frac{1}{\sqrt{2}}S^{++} & 0 & Z
\end{bmatrix}
\]

(A22)
\[ \begin{align*}
A_0 &= E_1 + \left[ A + \frac{\hbar^2}{2m} + P_0^2/3 \left( \frac{2}{E_g + 1/(E_g + \Delta/2)} \right) \right. \\
& \quad \times \left( k_1^2 + k_2^2 + k_3^2 \right), \\
P &= -E_2 - \gamma_2 \delta \gamma_2 \hbar^2/2m (k_1^2 + k_2^2 + k_3^2), \\
Q &= -\gamma_2 + \delta \gamma_2 \hbar^2/2m (k_1^2 + k_2^2 - 2k_3^2), \\
R &= -\sqrt{3} \hbar^2/2m \left[ (\gamma_2 + \delta \gamma_2) (k_1^2 - k_2^2) \\
& \quad - 2i (\gamma_3 + \delta \gamma_3) k_1 k_2 \right], \\
S &= 2\sqrt{3} (\gamma_3 + \delta \gamma_3) \hbar^2/2mk_3 (k_1 - ik_2), \\
R' &= -\sqrt{3} \hbar^2/2m \left[ (\gamma_2 + \delta \gamma_2) (k_1^2 - k_2^2) \\
& \quad - 2i (\gamma_3 + \delta \gamma_3) k_1 k_2 \right], \\
S' &= 2\sqrt{3} (\gamma_3 + \delta \gamma_3) \hbar^2/2mk_3 (k_1 - ik_2), \\
\end{align*} \]

\[ (A23) \]

\[ \begin{align*}
Z &= E_2 - E_1 - (\gamma_1 + \delta \gamma_1) \hbar^2/2m (k_1^2 + k_2^2 + k_3^2), \\
Q' &= -\gamma_2 + \delta \gamma_2 \hbar^2/2m (k_1^2 + k_2^2 - 2k_3^2), \\
\end{align*} \]

In this appendix, we want to demonstrate that even when the coupling to the valence band removes the spin degeneracy of the conduction band, the bound states are still Kramer degenerate, and the Hermiticity of the effective Hamiltonian can be recovered after considering the degeneracy. Also, the extension to the impurity problem will be discussed.

We notice that the operator $D_g^{(2)}$ is complex and can be written as $G_{11} = G_{11}^R + iG_{11}^I$ and $G_{12} = G_{12}^R + iG_{12}^I$, where $G_{11}^R$ and $G_{12}^R$ stand for the real parts, and $G_{11}^I$ and $G_{12}^I$ for the imaginary parts. We also try to write the envelope functions as $F_1 = F_{11} + iF_{12}$ and $F_2 = F_{21} + iF_{22}$. Substituting these definitions in (B1), we then have

\[ \begin{align*}
H_d & - G_{11}^R & G_{12}^R & - G_{12}^I \\
G_{11}^I & H_d & G_{12}^I & G_{12}^R \\
- G_{12}^I & H_d & G_{11}^R & G_{12}^I \\
G_{12}^I & - G_{11}^I & H_d & G_{12}^R \\
\end{align*} \]

\[ \left[ \begin{array}{c}
F_{11} \\
F_{12} \\
F_{21} \\
F_{22}
\end{array} \right] = E \left[ \begin{array}{c}
F_{11} \\
F_{12} \\
F_{21} \\
F_{22}
\end{array} \right] , \]

\[ (B2) \]

and applying it to Eq. (B2), we arrive at

\[ \begin{align*}
H_d + iG_{12}^I & - G_{11}^I - iG_{12}^R \\
G_{11}^I - iG_{12}^R & H_d - iG_{12}^I \\
0 & 0 & H_d + iG_{12}^I & G_{11}^I + iG_{12}^R \\
0 & 0 & - G_{11}^I + iG_{12}^R & H_d - iG_{12}^I
\end{align*} \]

\[ \left[ \begin{array}{c}
F_{11} \\
F_{12} \\
F_{21} \\
F_{22}
\end{array} \right] = E \left[ \begin{array}{c}
F_{11} \\
F_{12} \\
F_{21} \\
F_{22}
\end{array} \right] , \]

\[ (B5) \]

where $F'_{ij}$ are linear combinations of $F_{ij}$. The solutions then give twofold degenerate levels, with $F'_{11} \sim F_{12}^*$ and $F'_{12} \sim F_{21}^*$. The theory for the inhomogeneous strain can be used to derive the equations for the long-range impurity problem as discussed in Sec. II of the main text. For donor states associated with the conduction band, we have

\[ \begin{align*}
H_d &= \frac{P^2}{2m_c} + a_c \operatorname{tr}(\varepsilon) + M_{11} + G_{11}^R, \\
H_d &= \frac{P^2}{2m_c} + a_c \operatorname{tr}(\varepsilon) + M_{11} + G_{11}^R, \\
\end{align*} \]

\[ (B3) \]
\[
\begin{align*}
\frac{\hbar^2}{2m_e} + U(\mathbf{x}) + G_{11} & = G_{12} \begin{bmatrix} F_1 \\ F_2 \end{bmatrix}, \\
-G_{12} & = -\frac{\hbar^2}{2m_e} + U(\mathbf{x}) + G_{11}^* \begin{bmatrix} F_1 \\ F_2 \end{bmatrix} \\
& = E \begin{bmatrix} F_1 \\ F_2 \end{bmatrix},
\end{align*}
\]

where \( U(\mathbf{x}) \) is the impurity potential, and

\[
G_{11} = -\frac{P_0^2}{3} \left[ \frac{2}{E_g^2} + \frac{1}{(E_g + E_z)^2} \right] \sum_i (\nabla_i U) \nabla_i,
\]

\[
-\frac{P_0^2}{3} \left[ \frac{1}{E_g^2} - \frac{1}{(E_g + E_z)^2} \right] \begin{bmatrix} (\nabla_1 U)(\nabla_2 - (\nabla_2 U)\nabla_1) \\ (\nabla_1 U)(\nabla_2) \end{bmatrix},
\]

\( G_{12} = \frac{P_0^2}{3} \left[ \frac{1}{E_g^2} - \frac{1}{(E_g + E_z)^2} \right] \begin{bmatrix} (\nabla_1 U)(\nabla_2) \\ - (\nabla_3 U)(\nabla_3) \end{bmatrix}. \]

Compared with the results given in Ref. 20, it is found that \( G_{22} = G_{11}^* \) and \( G_{33} = -G_{12}^* \) in fact agree with (B27) and (B28) of Ref. 20 [the order of the basis functions is changed from \((S\alpha, S\beta)\) to \((S\beta, S\alpha)\) here, and (B27) can be simplified to (B7)]. While the diagonal terms were given to be equal in Ref. 20, they are actually not.